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Abstract—Today, Internet service deployment is typically implemented with server replication at multiple locations. Domain name

system (DNS), which translates human-readable domain names into network-routable IP addresses, is typically used for distributing

users to different server replicas. However, DNS relies on several network-based queries and the queries delay the connection setup

process between the client and the server replica. In this article, we propose Artemis, a practical low-latency naming and routing

system that supports optimal server (replica) selection based on user-defined policies and provides lower query latencies than DNS.

Artemis uses a DNS-like domain name-IP mapping for replica selection and achieves low query latency by combining the name

resolution process with the transport layer handshake process. In Artemis, all server replicas at different locations share the same

anycast IP address, called Service Address. Clients use the Service Address to establish a transport layer connection with the server.

The client’s initial handshake packet is routed over an overlay network to reach the optimal server. Then the server migrates the

transport layer connection to its original unicast IP address after finishing the handshake process. After that, service discovery is

completed, and the client communicates with the server directly via IP addresses. To validate the effectiveness of Artemis, we evaluate

its performance via both real trace-driven simulation and real-world deployment. The result shows that Artemis can handle a large

number of connections and reduce the connection setup latency compared with state-of-the-art solutions. More specifically, our

deployment across 11 Google data centers shows that Artemis reduces the connection setup latency by 39.4% compared with DNS.

Index Terms—Service discovery, name resolution, overlay routing, anycast

Ç

1 INTRODUCTION

LOW latency is a critical requirement for today’s Internet
services. Amazon found that a reduction of 100ms in page

load time (PLT) contributes to an increment of 1% in reve-
nue [1]. Similarly, Google reported that a 2s delaymight cause
a 4.3% loss in revenue per visit [2]. Servers are expected to be
deployed close to the clients to reduce network latency. One
of the solutions is to place replica servers worldwide so that
the clients can always connect to their nearby servers. In the

scenario where a set of replica servers sharing the same token
(e.g., domain name and IP address) are available at multiple
locations, it is essential to take into account the difference in
the latency between the client and each replica, when decid-
ing which replica to select for serving a request. Such a pro-
cess of replica selection is called service discovery.

Today’s service discovery mechanisms are either DNS-
based or anycast-based. The DNS-based method redirects
clients to replica servers by returning different IP addresses
associated with the same domain name. This method pro-
vides flexibility for domain names. However, it causes sig-
nificant latencies because the name lookup process requires
recursive network-based queries from the client to a group
of name servers, as shown in Fig. 1a. A previous measure-
ment study showed that the DNS query latency typically
ranges from 1ms to 5s [3], which consumes up to 13% of the
PLT when browsing the Internet [4]. The anycast-based
method selects replica servers based on minimal routing
hops. The major drawback is the lack of application-level
controls, e.g., load balancing [5]. Although DNS is not being
used for replica selection in anycast routing, DNS is still
generally required for name lookup [6], meaning that the
latency caused by DNS name lookup cannot be ignored. To
solve these challenges, we aim at developing a service dis-
covery mechanism that would utilize the advantages of
both anycast and DNS to shorten the overall latency.

In this paper, we propose Artemis, a novel latency-ori-
ented naming and routing system for service discovery.
Artemis supports 1) DNS-like name resolution, where all
replica servers are exposed to the clients as a single human-
readable name, 2) optimal replica selection, where the
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discovered server is optimal for a client based on a configu-
rable selection criterion, and 3) low service discovery
latency, where name resolution does not cost additional
query delay. Since Artemis is a service discovery solution
rather than a global unique naming system, e.g., DNS, we
define the name space as any lexical phase to avoid the con-
flict with the widely-used DNS name space. In the following
of this paper, we use “DNS name” and “Artemis name” to
represent the name used in DNS and Artemis, respectively.
Because of the isolation with the DNS name space, Artemis
is targeting application scenarios supporting dual name
spaces. For example, in mobile apps, developers can hard-
code the logic of switching between DNS and Artemis in
the client code when accessing the app servers deployed in
Artemis. For demonstration, we by default choose the opti-
mal replica based on two commonly used performance met-
rics, i.e., end-to-end latency and server load. Our evaluation
verifies the commonly used assumption that the delays
occurred outside data centers (i.e., between clients and data
centers) dominate the end-to-end delay [7], [8], [9]. There-
fore, this work focuses on shortening the above-mentioned
routing-induced latencies.

The architecture of Artemis is illustrated in Fig. 1b. We
introduce an overlay network composed of a set of Service
Dispatchers in different data centers. A Service Dispatcher
works as a proxy for all the replicas located within the same
data center. A Service Dispatcher is identified with a Service
Address, an anycast IP address composed of a predefined
anycast prefix and a network suffix calculated from the
Artemis name. It accepts the clients’ packets and forwards
each request to the optimal replica through overlay routing,
which is determined by customizable selection criteria, e.g.,
minimal end-to-end latency and low server load. Instead of
forwarding the packets directly to an optimal replica as
done in [10], we implement redundancy routing into the
overlay network of service dispatchers to allow the same
handshake request to be sent to multiple replicas simulta-
neously. The replica processes the handshake request and
generates a response to finish the connection setup. The
server embeds its unicast IP address in the handshake
response so that the subsequent packets are transmitted
directly between the client and the server, reducing the load
of the overlay network. This process is called late binding.

Artemis is compatible with any transport layer protocol
that supports late binding, e.g., QUIC [11] and M-TCP [12].
In this paper, we build a prototype of Artemis based on the
state-of-the-art transport protocol QUIC and deploy it on
Google Cloud. We choose QUIC because it allows changing

the server’s IP address without interrupting a connection,
making it easier to implement late binding.

The key contributions of this paper are summarized
below:

� We propose Artemis, a novel latency-oriented nam-
ing and routing system. According to our evalua-
tion of a real-world deployment, Artemis shortens
the connection setup latency (i.e., 39.4% reduction
in the handshake latency) compared with DNS-
based solutions since it removes the need for
name resolution through dedicated query packets.
Compared with anycast-based solutions, Artemis
reduces the transmission latency by 25.2% by sup-
porting customized routing policies at the stage of
name resolution.

� We introduce Service Dispatchers, which bind a cli-
ent with its best suitable replica server based on cus-
tom end-user-mapping policies. We present the late
binding mechanism, which binds a client with a
server with an anycast address, overcoming the
uncertainty caused by anycast routing. The late bind-
ing supports the client-side cache of the client-server
binding and supports invalidation of the cache from
the server-side.

A preliminary version of this paper has been published
in [10]. The new contributions mainly come from the imple-
mentation and feasibility analysis of the real-world deploy-
ment of Artemis. As a representative application scenario of
Artemis, cloud services will benefit from deploying Artemis
by 1) an easy way to manage IP addresses, 2) a fast name
lookup service, 3) and native support in server duplication
for scalability. The real-world evaluation in Section 5.3 dem-
onstrates the feasibility of deploying Artemis in commercial
clouds, e.g., Google Cloud, and its effectiveness in provid-
ing low-latency naming and routing for replica servers
serving global clients.

The rest of the paper is organized as follows. Section 2
gives an overview of different replica selection strategies.
Sections 3 and 4 describe the system design and implemen-
tation, respectively. The system evaluation is presented in
Section 5. A brief discussion is given in Section 6. Finally,
Section 7 concludes this article.

2 RELATED WORK

In this section, we review the previous works related to
three categories of server selection strategies. A comparison

Fig. 1. Workflow of DNS and Artemis.

LI ETAL.: ARTEMIS: A LATENCY-ORIENTED NAMING AND ROUTING SYSTEM 4875

Authorized licensed use limited to: FUDAN UNIVERSITY. Downloaded on December 03,2022 at 09:50:38 UTC from IEEE Xplore.  Restrictions apply. 



between Artemis and state-of-the-art solutions is summa-
rized in Table 1.

2.1 DNS-Based Solutions

DNS is an Internet service that maps human-readable
names into machine-readable IP addresses [15], [16]. In
DNS-based solutions, authoritative nameservers monitor
the condition of application servers, e.g., server load, and
keep track of the routing information from the servers to the
rest of the Internet, e.g., end-to-end latency. According to
the collected information and the service discovery policy,
the authoritative nameservers determine the best replica
server for each client. Akamai [14] adopts a DNS-based
solution, with the support of EDNS Client Subnet
(ECS) [17], in its content delivery network (CDN) for load
balancing. Google employs similar technology in its fronted
serving architecture [18]. The advantage is that the name-
server has an overview of the whole system. It can select
any replica for the client and take application-level informa-
tion into account. However, the disadvantage is that the
DNS query brings additional latency to the connection
setup process.

Artemis combines anycast’s fast connection setup with
DNS’s controllability. As a result, Artemis supports low-
latency connection setup while performing optimal server
selection based on customizable policies.

2.2 Anycast-Based Solutions

Anycast addressing is a process of one-to-many association
where packets are routed to the end-host within a group
identified with the same IP address. It utilizes the Border
Gateway Protocol (BGP [19]), the de-facto standard inter-
domain routing protocol on the Internet, to select the short-
est routes to reach a destination. In most cases, the selected
end-host is close to the client, whereas in some cases, the
destinations are located far away, e.g., thousands of kilo-
meters [20], from the client.

Anycast-based server selection has been used by DNS
servers [21], [22] and CDNs including Microsoft Azure [23],
Edgecast [24], CloudFlare [6], and Google Cloud [13], [25].
Replicas are assigned with the same anycast address, mean-
ing that the replica selection is up to the anycast routing pol-
icy in use. Cloudflare, for example, implements its replica
selection purely on anycast, where a client connects to a rep-
lica server directly with an anycast address. Such server
selection method is straightforward but does not support
customized selection criteria, e.g., server load. Moreover, in
rare cases [26], a connection may be interrupted because
anycast does not guarantee the server affinity, i.e., the cli-
ent’s packet may arrive at a different replica server that it
communicated with previously.

FastRoute [8] is proposed as a load-aware anycast rout-
ing platform. It deploys DNS servers co-located with replica
servers for name lookup and traffic redirection. The servers
are deployed following a tree structure consisting of several
layers. When the nodes at the lower layers (starting from
leaf nodes) become heavily loaded, they redirect new
incoming connections to the nodes at the higher layers. In
this way, FastRoute is load-aware and guarantees server
affinity. But it delays the connection setup process because
of the use of DNS.

Artemis achieves fast service discovery via anycast rout-
ing. Compared with legacy anycast routing, Artemis sup-
ports customized replica selection criteria via overlay
routing and solves the problem of server affinity via late
binding. Because both overlay routing and late binding are
integrated into the connection setup process, Artemis does
not introduce additional latency compared with legacy any-
cast routing.

2.3 Application Layer Solutions

Application layer solutions usually reselect servers after the
client has connected to one of them [27], [28], [29]. For exam-
ple, HTTP status code 3xx for redirection is commonly used
in web services [27], [28]. Some others use custom protocols
for redirection in the application layer [29]. The application
layer solutions take into account the status of the clients,
e.g., locations. However, due to the additional latency
caused by redirection, it is not necessarily ideal for latency-
sensitive Internet applications.

2.4 Overlay Networks

Overlay is a classic and powerful technique of forwarding
packets with custom policies and is commonly used for
optimizing packet routing. For example, BDS [30] utilizes
an inter-datacenter overlay to accelerate the speed of data
duplication. In video transmission, overlay is used to reduce
the transmission delay by optimizing the routing path [31],
[32]. Although these applications have shown overlay’s effi-
ciency in optimizing the quality of service (QoS) in various
scenarios, its overhead is not negligible. First, the overlay
routing is usually implemented in the software. The packet
transmission inside an overlay node involves several traver-
ses through the network stack, which imposes overhead in
terms of both throughput and latency [33]. Second, the
packet loss ratio in overlay networks is larger than in the
physical networks because of the unreliability in the overlay
nodes, which challenges the QoS of the applications run-
ning on top of it [34].

In Artemis, we utilize an overlay to support customizable
routing policies. Meanwhile, we try to avoid the overlay’s
side effects. To minimize the additional delay caused by the

TABLE 1
Comparison of Related Works on Server Selection

Approach Methodology Server Load Awareness Connection Setup Latency Server Selection Result

FastRoute [8] Anycast & DNS Yes High, with DNS latency Suboptimal
Google load balancing [13] Anycast No Low Suboptimal
Akamai [14] DNS Yes High, with DNS latency Optimal
Artemis (this paper) Anycast Yes Low Optimal
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overlay, we reduce the number of packets going through it,
i.e., only the first packet in a connection is routed through
the overlay. To prevent packet loss, we introduce redun-
dancy routing that duplicates packets to achieve higher reli-
ability. Moreover, as discussed in Section 6.2, the use of
overlay in Artemis successfully addresses many challenges
in anycast routing.

3 DESIGN

In this section, we give an overview of Artemis in Section 3.1
and describe each module in detail from Sections 3.2, 3.3,
3.4, and 3.5.

3.1 Overview

The architecture of Artemis is shown in Fig. 2. We introduce
an overlay network between the clients and the servers for
redirecting clients’ handshake requests. The overlay net-
work is composed of several software routers, called Service
Dispatchers. They are deployed at different data centers and
are interconnected via inter-datacenter tunnels for packet
forwarding. All of the Service Dispatchers advocate the
same anycast network prefix via BGP announcements so
that a client’s packet may reach any data center via anycast
routing. In each data center, the replica servers are assigned
IP addresses within the IP subnet advocated by the Service
Dispatcher. We use a hash-based method to ensure that dif-
ferent replicas for the same Artemis name have the same
anycast IP address, which is known as a Service Address.

The connection setup process in Artemis is composed of
three steps. 1) ServiceID mapping. The client first calculates
the Service Address according to the Artemis name and
sends a handshake request to the calculated address. 2)
End-user mapping and ServiceID routing. Upon the reques-
t’s arrival via anycast routing, the Service Dispatcher in
question selects one data center based on the customizable
criteria and forwards the request to the Service Dispatcher

in that data center. Ideally, the request should be forwarded
to the nearest data center with service replicas deployed.
Then, the Service Dispatcher forwards the request to the
replica server inside its data center. 3) Late binding. The
replica server processes the request and sends back a hand-
shake response with its unicast IP address embedded. After
receiving the handshake response, the client migrates the
connection with Service Address to that with the replica
server’s unicast IP address.

After the connection setup, the server’s unicast IP
address is cached at the client to accelerate future connec-
tions. In case the server is not suitable for the client any-
more, the server can invalidate the client-side cache by
refusing the client’s new connection.

3.2 ServiceID Mapping

The ServiceID mapping module resides in the clients and
the Address Managers. Address Managers are deployed
inside every data center and are responsible for allocating
Service Addresses to the replica servers. The ServiceID
mapping module takes Artemis name as input and gener-
ates Service Addresses as output. A generated Service
Address is composed of two parts: a service prefix and a
ServiceID.

The service prefix is the same as subnet ID in IP address
space and is advocated by BGP routers within all of the data
centers, making it an anycast subnet. If a client wants to use
Artemis, it needs to acquire the network prefix from the ser-
vice provider beforehand. The network prefix will be used
as a unique identity of an instance of Artemis. Anycast rout-
ing provides a simple but efficient solution to direct a client
to its nearest data center. Artemis takes advantage of this
feature as previous works described in Section 2.2.

ServiceID is designed for load balancing via static hash-
ing. It is generated by the Artemis name according to a pre-
defined hash function. Given an Artemis name, we generate
a SHA512 [35] hash of it and choose the first Nsid bits as the
ServiceID, where Nsid is the length of the ServiceID in bits.
The value of Nsid is flexible and can be determined by the
Artemis providers according to their requirements. Gener-
ally, the longer the ServiceID is, the more allocable addresses
there are. However, a larger address space also increases
acquisition and maintenance costs. A particular case is set-
ting Nsid to 0. The service address will be a fixed IP address,
assigned to the only Service Dispatcher deployed at each
data center.

With the design of Service Address, we manage to
achieve three goals. First, the destination IP address is
derived from the Artemis name without any network-based
queries (e.g., DNS query), which is the primary reason why
Artemis achieves lower name resolution latency than DNS.
Second, the Service Dispatcher with the calculated service
address is highly likely to be located in a nearby data center,
following the principle of geolocation-based anycast rout-
ing. Third, the ingress traffic is distributed among all Ser-
vice Addresses, meaning that we can increase Nsid to raise
the number of Service Dispatchers and therefore reduce the
load of each Service Dispatcher.

DNS Name Space. Although Artemis technically supports
any lexical phrase on name resolution, it is challenging to

Fig. 2. Artemis architecture within a data center. A client connects to a
Service Dispatcher through the Service Address. The Service Dis-
patcher forwards the handshake request to the optimal replica server.
The replica server migrates its IP address from the Service Address to
its unicast IP address (the server address in the diagram) for connection.
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keep the DNS name space because the latter strictly forces
third-party services to synchronize their name records with
the DNS root servers [36], [37]. The synchronization delays
Artemis in name resolution and requires additional stan-
dardizationwork. So, we left the support of DNS name space
in Artemis as future work and focused on a technical solu-
tion that translates lexical server names into IP addresses.

3.3 End-User Mapping

The end-user mapping module is a distributed algorithm
running on each Service Dispatcher to implement the rep-
lica selection criteria. We aim to find a replica server with
the lowest latency to the client in question since low latency
is a common requirement of Internet services [14]. Note that
Artemis can support other customized policies as well.

From the handshake request, we get the information on
where the request comes from (the client’s source address)
and what service the client is requesting (the Artemis
name).1

We use a database to provide data storage of high scal-
ability and reliability. The database contains two tables
named ServiceDeployment and LatencyMeasurement. Suppose
there exists at least one replica server in a data center. In
that case, a record indicating the Artemis name associated
with the replica server and the data center identity is added
to the ServiceDeployment table in the format of (Artemis
name, data center). The LatencyMeasurement table records
the RTT between every pair of data center and client subnet,
which is measured by active probing periodically. A record
(subnet, data center, RTT) is updated in the LatencyMeasure-
ment table when one round of measurement completes.2

The database is deployed in the primary-secondary mode to
provide high accessibility. The primary node is statically
configured in one of the Service Dispatchers, and the sec-
ondary node runs on all of the other Service Dispatchers. To
ensure the efficiency of data synchronization, we allow the
write operation on the primary node only.

The replica server selection procedure is as follows. First,
given a client subnet and a target Artemis name, the Service
Dispatcher queries the ServiceDeployment table to find out
the data centers where replica servers with the given Arte-
mis name exist. Then, based on the previous result set, it

queries the LatencyMeasurement table to find out the nearest
data center to the client. Finally, different types of packet
routing are applied based on the query results.

3.4 ServiceID Routing

The ServiceID routing module is designed to forward the
packets to the optimal replica server for each client. It com-
prises two parts, i.e., the inter-DC routing (Section 3.4.2),
which directs packets to the optimal data center, and the
intra-DC routing (Section 3.4.1), which directs packets to a
proper server within the selected data center. Furthermore,
we use redundancy routing (Section 3.4.3) to reduce the tail
latency in Artemis, caused by the dynamics as well as the
unreliability of the Internet routing. The packet path is
shown in Fig. 3.

3.4.1 Inter-DC Routing

At first, the client sends a handshake request to the Service
Address (step 1 in Fig. 3). Every data center has its own Ser-
vice Dispatchers to handle the Service Addresses and the
request may reach a Service Dispatcher inside any data cen-
ter. The inter-DC routing infrastructure is designed to route
the handshake request from where it is received, DCanycast,
to the optimal data center, DCoptimal, which is determined
by the end-user mapping module.

On receiving the handshake request, the Service Dis-
patcher extracts the Artemis name from the request and
uses the end-user mapping module to find DCoptimal. If
DCoptimal refers to a different data center, the handshake
request is forwarded through the network tunnels to
DCoptimal (step 2 in Fig. 3). After reaching DCoptimal, intra-
DC routing is conducted to forward the request further to a
replica server.

3.4.2 Intra-DC Routing

The next step is to dispatch the handshake request from the
Service Dispatcher to the corresponding replica server
within the data center. A database table called ReplicaDe-
ployment is created to record the information of all replica
servers. Unlike the tables in Section 3.3, ReplicaDeployment is
stored locally without synchronization in the Service Dis-
patchers because the data is used only inside the data cen-
ter. Whenever a new server is registered to a domain, a new
entry (domain, tunnel name) will be inserted into the table.
The entry will be deleted when the server stops serving the
domain.

Upon receiving the handshake request, the Service Dis-
patcher queries the ReplicaDeployment table and selects a
replica server for the domain. We perform random selection
among server replications to evenly distribute the requests

Fig. 3. Packet paths of handshake flow and data flow in Artemis. The table on the right shows various packet headers. Symbols in block letters repre-
sent different roles in Artemis. CL is the client, SD is the Service Dispatcher, and SV is the server. SA stands for Service Address and is the IP
address of the Service Dispatcher. CL.IP is the IP address of the client. It may be the router’s IP address if the client is behind a NAT. SV.IP is the uni-
cast IP address of the server. The network tunnels transfer packets between two hosts bidirectionally.

1. QUIC enforces the handshake request to contain the server’s
name, as the value of an extension in TLS 1.3 called server name indica-
tion (SNI) [38]

2. The active measurement method is designed for IPv4 and does
not work for IPv6 because of the latter’s large address space. Consider-
ing that IPv4 is still dominating the Internet traffic [39], we are targeting
IPv4, and the support of IPv6 is left for future work. To support IPv6,
we may use passive measurement to restrict the measurement scope to
active clients instead of the whole Internet [40].
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among them. Then, the Service Dispatcher forwards the
handshake request to the selected replica server through a
network tunnel (step 3 in Fig. 3). Afterward, the replica
server receives the original handshake request from the cli-
ent. After processing, the replica server generates a hand-
shake response and sends it back to the client. To avoid
being blocked by the client’s firewalls, the response packet
is delivered back to the client through the original route
(steps 4 and 5 in Fig. 3). From the client’s view, it has estab-
lished a connection with the Service Dispatcher, which is a
proxy for the replica server. Then, the connection is
migrated to the server’s unicast IP address with the help of
the late binding module. Finally, the client and the server
can communicate directly with unicast IP addresses (steps 6
and 7 in Fig. 3).

To put it all together, the routing table of the Service Dis-
patcher is shown in Table 2. TBbi means the network tunnels
towards the other Service Dispatchers, and TBsi means net-
work tunnels towards the replica servers. Nbu refers to the
port assigned with the Service Address in a Service Dis-
patcher. optimal check indicates whether DCanycast equals to
DCoptimal.

Artemis gains three advantages by the design of Serv-
iceID routing. First, the routing policy knows rich elements,
including the system state, the network performance, and
the application-level information. Second, all of the data
mentioned above are persisted in the database. The Service
Dispatchers are stateless and can recover from failures
quickly. Third, network tunnels enable us to complete the
routing by only modifying a small part of the replica serv-
ers’ network stacks. More details about the implementation
are given in Section 4.1.

3.4.3 Redundancy Routing

With the design of inter-DC routing and intra-DC routing,
Artemis can route a client’s packets to its optimal replica
server. In this paper, the optimal rule is defined as choosing
the one which would not be overloaded and would provide
the lowest end-to-end latency. However, there are cases
where inter-DC routing fails to choose the replica server of
the lowest end-to-end latency. First, the result of end-user
mapping may be outdated. Although the state-of-the-art
network measurement tools can scan the Internet within 5
minutes [41], it is not practical to update the Inter-DC rout-
ing tables at such high frequency due to the overhead of
synchronizing a massive amount of entries within a globally
deployed cluster. We set the update frequency as once per
day in Artemis. Second, packet loss is unavoidable on the
Internet and has been found as a significant cause of tail

latency in DNS [42]. In Artemis, a lost handshake packet
would significantly delay the handshake process due to the
time spent on waiting for retransmission. With the help of
redundancy routing, the lost packet affects only one replica
server, and nearby servers receiving the request can still
establish a connection with the client without waiting for
retransmission. Third, an overloaded replica server may fail
to handle a client’s handshake request. Nearby servers can
replace the malfunctioning one by actively responding to
the client’s handshake request.

At the stage of inter-DC routing, instead of only for-
warding the client’s handshake request to the optimal data
center, we duplicate the handshake request and forward
them to the top X data centers, where X is a configurable
variable starting from 1. With redundancy routing, X rep-
lica servers are receiving and responding to the client’s
handshake request. The client accepts the first received
handshake response and discards the handshake response
from the other replica servers.

Overhead of the Redundant Packets. The most significant
side effect of duplicating packets on the Internet is the
increase in data traffic, thus causing additional workload to
all participants of the packet transmission system. We care-
fully design the redundancy routing to mitigate the side
effect of duplicating packets. First, we only duplicate hand-
shake packets, which make up a minority of the Internet
packets. So, the newly introduced traffic is much smaller
than the existing traffic handled by the Internet infrastruc-
ture. Second, the duplicated packets cause more traffic to
the intra-DC routing than to the inter-DC routing. It is com-
paratively easy to be handled by the Artemis infrastructure
because the intra-DC routing only deals with regional pack-
ets. Third, owing to QUIC’s security design, the replica
servers can avoid wasting resources in handling the half-
open connections caused by the duplicated handshake
packets, which is an important security feature of handling
dynamic denial of service (DDoS) attacks [43]. Finally, Arte-
mis is flexible at dealing with the side effect of the redun-
dant packets by setting a proper value ofX.

3.5 Late Binding

The late binding module is to bind a client with the selected
replica server. When initiating a connection, the client sends a
handshake request to the Service Address, and the handshake
request reaches a replica server through the ServiceID rout-
ing. After processing the handshake request, the server gener-
ates a response and sends it back to the client. The one round
trip of handshake packets finishes the handshake process,
along with the service discovery process. To reduce the Ser-
vice Dispatcher’s load, all of the following packets are deliv-
ered directly between the client and server without going
through the overlay network. So, we design the late binding
module to enable a server to migrate the connection from Ser-
viceAddress to its unicast IP address.

QUIC already supports the connection migration on
completion of the handshake, called the server’s preferred
address [11]. The server can accept connections on one IP
address and transmit data from a more preferred IP address
shortly after the handshake. The mechanism is described
below.

TABLE 2
The Routing Table of a Service Dispatcher

Condition Action

in_port optimal_check output

Nbu true TBsi

Nbu false TBbi

TBsi / Nbu

TBbi / TBsi
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Both the handshake request and the handshake response
can carry transport parameters. The transport parameters
are defined as key-value pairs. The key is of integer format
and the value is of binary format with flexible length. The
server embeds its preferred address inside the handshake
response with the key of preferred_address (0x000d). The cli-
ent extracts the preferred address and sends further packets
to the server’s new address immediately. The late binding is
fast because it is integrated into the handshake process and
does not cause extra latency. Since QUIC has native support
in mobility, changing the server’s IP address does not com-
plicate either the server’s or the client’s state machine.

Besides, we use a cache mechanism of the server’s pre-
ferred address on the client side. A key named service_ttl
(0xff00) is registered as a new transport parameter. The
value is in the integer format, representing how many sec-
onds the server’s preferred address should be cached on the
client side. As long as the time to live (TTL) is not expired,
the client is allowed to make new connections to the service
replica via the replica’s unicast IP address directly. Other-
wise, the client must query for the optimal server again by
using the Service Address.

4 IMPLEMENTATION

Our implementation is based on the cloud infrastructure
where replica servers are deployed at several geo-distrib-
uted data centers to serve global clients. At each data center,
there are one or more Service Dispatchers, which are soft-
ware routers with support of overlay routing, and a group
of servers that work for their dedicated names. The follow-
ing of this section is organized as below. Section 4.1 presents
the implementation of overlay routing, and Section 4.2
presents the modification of QUIC, including both server-
side and client-side changes. In Section 4.3, we demonstrate
the deployment of Artemis on Google Cloud as a cloud-
based evaluation platform. The source code is available at
https://github.com/johnson-li/Artemis.

4.1 Tunnels and Packet Forwarding

Generic Routing Encapsulation (GRE) is a protocol for
encapsulating data packets of one routing protocol inside
packets of another protocol. Artemis utilizes Layer-3 GRE
tunnels to transfer IP packets between service dispatcher
and replica server or between service dispatchers. In prac-
tice, Open vSwitch (OVS) [44] is used for tunnel establish-
ment and packet forwarding.

Fig. 4 illustrates an example scenario of Artemis deploy-
ment across two data centers. A Service Dispatcher is
equipped with two physical NICs, namely Nba and Nbu. Nba

is assigned with one or more anycast IP addresses (Service-
IDs) for the anycast routing. Nbu is assigned with a unicast
IP address for establishing GRE tunnels. The server is
equipped with only one physical NIC, namely Nsu. It is
assigned with a unicast IP address to establish GRE tunnels
and perform data transmissions. Note that the Service Dis-
patcher does not need multiple NICs because multi-hom-
ing, where multiple IP addresses are assigned to the same
NIC, can provide the same functionality. We choose multi-
ple NICs in implementation because our evaluation plat-
form, i.e., Google Cloud, does not support multi-homing.

GRE tunnels and virtual interfaces are created on the Ser-
vice Dispatchers and the replica servers. A Service Dis-
patcher establishes GRE tunnels to the Service Dispatchers
in other data centers, namely TLbi for the ith data center,
and the replica servers in the same data center, namely TLsi

for the ith replica server. On each service dispatcher and
replica server, a virtual interface is created for each GRE
tunnel to provide the reading and writing access to the
applications (i.e., QUIC servers). The OVS is configured to
forward all packets from virtual interfaces to the paired
endpoint through GRE tunnels. On the servers, TSbi is the
corresponding endpoint of TLsi. It connects the Service Dis-
patcher (denoted as bi) and is configured with the same IP
address as ServiceID, which is also the IP address ofNba.

The Service Dispatcher does not generate any extra pack-
ets. It simply routes received packets to their proper desti-
nations. The routing policy is implemented in two parts.
For the ingress packets arriving from Nba and TBbi, we
implement a module to parse and route QUIC handshake
packets as follows. First, it creates a raw socket for each
interface, including physical NICs and virtual interfaces.
The sockets are bound to the interfaces via the socket option
SO_BINDTODEVICE. Second, it uses the created sockets to
receive IP packets from the NICs and parses the QUIC
handshake packets. According to the routing policies
described in Section 3.4, the packets are forwarded to spe-
cific destinations directly by writing to the corresponding
socket. The socket option IP_HDRINCL is set to prevent the
system from filling in the IP headers. For the ingress packets
arriving from TBsi, we create data flows in OVS to send out
all packets received from the servers (with in_port equal to
TBsi) to the Internet viaNba. Since TSbi is already configured
with the ServiceID, which is of the same address as Nba, the
Service Dispatcher does not need to change any fields of
the IP packets. In this way, the packets manage to bypass
the source address check.

4.2 Modifications on the Network Stack

As mentioned in Section 3.5, we implement the “preferred
address” feature of QUIC and the ServiceID mapping mod-
ule on both the client-side and the server-side.

Fig. 4. An example scenario of Artemis deployment across two data cen-
ters. All of the servers serve the same domain. DC stands for data cen-
ter, and SD stands for Service Dispatcher. Solid lines represent physical
NICs, dashed lines represent virtual interfaces, and lines with arrows
represent GRE tunnels.
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On the client-side, we add a new system call named
getaddrinfosid, which takes the Artemis name as input and
outputs Service Address, as an alternative to the system
call named getaddrinfo, which is for DNS query. To use
Artemis, the client application needs to change the DNS-
based application code from invoking getaddrinfo to invok-
ing getaddrinfosid, which may require recompilation or
patch on the existing application. The code change is lim-
ited to the function name as both system calls have the
same input and output format. We do not simply replace
the implementation of getaddrinfo because the other appli-
cations that do not support Artemis should be able to use
DNS for name resolution.

On the server-side, we modify the QUIC server to make
it work on multiple interfaces with finer-grained control
over the routing. The legacy QUIC server creates only one
socket and listens on the UDP port 443. Upon receiving a
packet, it extracts the packet source address and sets it as
the IP address of the remote peer. This mechanism works
on multiple interfaces by leaving the choice of the outgoing
interface to the system routing table. We create a socket for
each interface, including the physical NIC (Nsu) and the
GRE tunnels (TSbi). The socket and the interface are bound
with the socket option SO_BINDTODEVICE. Upon receiv-
ing a packet, the QUIC server records which socket it reads
from and performs write operations on the same socket.
Therefore, the responses can follow the same path back to
the client. The late binding module utilizes these features by
changing the socket from TSbi to Nsu when the client
changes the remote peer from the Service Address to the
server’s IP address.

We find that almost all IETF QUIC implementations have
supported the transport parameter preferred_address. How-
ever, none of them have implemented the logic of migrating
the connection.3 To the best of our knowledge, we are the
first to implement this functionality. Our modification to
the QUIC client and the QUIC server is based on ngtcp2.4

4.3 Deployment of the Emulation Platform

We deploy the emulation platform as shown in Fig. 5, which
is composed of application clients running over 15 AWS

zones and application servers, as well as the Artemis infra-
structure, running over 11 Google Cloud zones. Each AWS
zone hosts a client machine running Ubuntu 18.04 LTS over
1 vCPU and 1 GB memory. Inside each Google Cloud zone,
we deploy two machines, router and server, separately. Both
run Ubuntu 18.04 LTS over 1 vCPU and 3.75 GB memory.
The server works as an application server, and the router
works as a Service Dispatcher. Ideally, the router is an SDN
router integrated with the cloud routing infrastructure.
However, it is impossible to modify routers in commercial
clouds. So, we set up VxLAN5 tunnels between the router
and the server as described in Section 4.1 to simulate the
router as a gateway to the server.

The other obstacle we face with Google Cloud is the
lack of anycast address. Google Cloud can only assign uni-
cast IP addresses to the VMs, whereas anycast addresses
are required in the design of overlay routing. To solve this
problem, we use Google’s cloud load balancing6 to simu-
late anycast routing. Google Cloud uses a single anycast IP
as the frontend of all backend instances in the regions
around the world. We assume that the affiliated frontend
and backend are hosted at the same geolocation, meaning
that the anycast IP address assigned to the frontend is logi-
cally equivalent to being associated with the backend
server. We set up web servers in all regions as replicas and
expose them with a single anycast IP address provided by
the load balancing frontend. The web server is configured
to return its region name on HTTP requests. In this way,
the client can find out to which data center its request is
forwarded via anycast routing. We call this procedure any-
cast probing.

With the implementation, the dataflow of a client-initi-
ated connection is shown below.

1) A client uses anycast probing to find the data center
routed by anycast addressing.

2) The client sends a handshake request to the router’s
IP address inside the found data center.

3) The router forwards the handshake request to a
server, and the server completes the handshake pro-
cess by returning a handshake response, inside
which the server’s IP address is embedded.

4) After the handshake procedure of Artemis, the client
replaces the remote peer’s IP address with the serv-
er’s IP address.

5 EVALUATION

We evaluate the performance of Artemis in three steps.
First, we conduct microbenchmarking to assess the scal-
ability of Artemis. Second, we compare Artemis with the
state-of-the-art via simulation, which is built on real-
world measurements of DNS latency and anycast
latency. Third, we deploy Artemis on Google Cloud and
analyze the performance impact of the geo-distribution
of servers.

Fig. 5. Setup of the emulation platform. AWS is used to host the applica-
tion clients. Google Cloud is used to host the Artemis infrastructure and
the application servers. The load balancing frontend from Google Cloud
is used to provide anycast IP addresses.

3. We have checked ngtcp2, Minq, mozquiz, picoquic, and quicly.
4. https://github.com/ngtcp2/ngtcp2

5. Google Cloud does not allow GRE tunnels, so we use Virtual
Extensible LAN (VxLAN) for tunneling instead. Because we do not use
any layer 2 feature provided by VxLAN, GRE and VxLAN are inter-
changeable in our deployment.

6. https://cloud.google.com/load-balancing
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5.1 Microbenchmarking

Experiment Setup. We create an emulated network environ-
ment following the topology illustrated in Fig. 6. Each host,
whether a client, a server, or a Service Dispatcher, is equipped
with a quad-core 3.40 GHz Intel Xeon CPU and 16 GB mem-
ory, running Ubuntu 16.04 LTS (64-bit). All of the hosts are
wired connected in a 1 Gbps local area network (LAN). The
RTT between each pair of connected hosts is measured to be
smaller than 1ms. Such a setup guarantees that the network
would not become the bottleneck in the experiment.

Test Cases and Metrics. We design the following two sets
of test cases to compare the performance with and without
using Artemis and analyze the overhead of Artemis based
on the comparisons.

� Direct Connection: The client establishes a QUIC con-
nection with a server directly based on the server’s
IP address.

� Connection over Artemis: The client makes QUIC con-
nections over Artemis.

We vary the number of concurrent connections and com-
pare the latencies and hardware usages for both test cases.
The measurement metrics are listed below.

� Handshake latency: the time spent between sending a
handshake request and receiving a handshake
response. It occurs once during the life cycle of a
connection.

� Connection setup latency: handshake latency plus DNS
query latency when DNS is in use. Otherwise, it is
equal to handshake latency.

� Transmission latency: the RTT between a client and a
server. It is the most important latency metric
because it affects the transmission delay of all pack-
ets in a connection.

� Query latency: connection setup latency plus the time
spent between sending a QUIC request and receiv-
ing a QUIC response, i.e., the overall latency of a
short-lived connection. It is another important
latency metric because connections with few packets
were reported to make up about 48% of the network
flows in a study on the campus network [45].

� Hardware usages: CPU usage and memory usage on
each host.

There are two different scenarios in the case of Artemis,
depending on whether the replica selected through anycast
routing happens to be the optimal one according to the
selection criteria. If it is the case, the client’s handshake
request only goes through a service dispatcher once. If not,
the request would be redirected inside the overlay network,
meaning that it must go through two service dispatchers.
Based on the measurement result in Section 5.2, in 82.3% of
the cases, the requests just need to go through one service
dispatcher.

Experiment Result. As shown in Fig. 8, when the client
connects directly with the server, the handshake latency,
query latency, and memory usage increase linearly with the
number of concurrent connections. The CPU usage reaches
30% when there are 1,000 concurrent connections.

For comparison, as shown in Fig. 9, the handshake latency
and the query latency increase by 20.9ms and 27.3ms, respec-
tively, when the packets need to go through service dispatch-
ers. Our implementation is in user space. It receives packets
from the kernel space, parses packets in the user space, and
delivers packets back to the kernel space. This process can be
accelerated if the program runs in kernel space, which is left
for future work. Unlike the clients and the servers, the mem-
ory usage of the Service Dispatchers keeps steady when the
number of concurrent connections increases. It is because Ser-
vice Dispatchers are stateless. They do not need to maintain
state machines for ongoing connections. The CPU usages of
both clients and servers are almost the same in both cases. It
validates that Artemis does not harm either the client’s or the
server’s performance.

Scalability. According to the microbenchmarking result,
we conclude that Service Dispatcher will not be the bottle-
neck of the system because of the following three reasons:

� The stateless design of Service Dispatchers. Because
of late binding, all of the packets after the handshake
are transmitted between clients and servers directly.
So, there is no need for a Service Dispatcher to main-
tain connection states, making it easy to handle a
large number of concurrent connections.

Fig. 8. Performance over different numbers of concurrent connections when the client connects to the server directly.

Fig. 7. Processes of connection establishment with and without Artemis.
Each case contains a four-way communication.

Fig. 6. Network topology and network parameters used for benchmark-
ing: client (C), server (S), and Service Dispatcher (SD).
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� The use of anycast. Artemis exposes Service Dis-
patchers via anycast IP addresses, which has been
demonstrated as easy-to-use and efficient for load
balancing, i.e., evenly distributing geo-distributed
clients to nearby replica servers.

� Client-side cache. Like DNS, Artemis caches the
name resolution result on the client to prevent
repeated name lookup within a predefined TTL. It
reduces the load of Service Dispatchers.

5.2 Simulation

In this subsection, we reuse the network topology shown in
Section 5.1 but configure the RTTs among each host based
on real-world measurement of end-to-end latencies from
the Internet. Section 5.2.1 presents our method for measur-
ing end-to-end latency on the Internet, and Section 5.2.2
shows our approach to simulating different test cases via
the collected latency data and the evaluation results.

5.2.1 Real-World Latency Measurement

DNS Latency. RIPE Atlas [46] is a global Internet measure-
ment platform consisting of thousands of measurement
devices. We use 500 RIPE Atlas probes as DNS clients to
make DNS requests and measure the response delay. The
authoritative name servers of the DNS names in query are
hosted by Route537 as type A records, and the TTL of the
records is set to 60 minutes. The DNS names queried from
different DNS clients are within the same domain zone but
have other subdomains, so that the DNS server can distin-
guish the clients from their queries. During the measure-
ment, each client sends three consecutive DNS queries. The
first query is for bootstrap and is of a different DNS name
from the later two, which are of the same DNS name. The
second query will encounter a cache miss because the DNS
name has never been queried before. The third query will
encounter a cache hit if and only if there is only one DNS
query record from a client on the authoritative name server.
In this way, we measure latencyhit and latencymiss as the
DNS query latency on cache hit and cache miss, respec-
tively. Notice that DNS cache miss may occur at different
levels in the DNS hierarchy. For example, a miss in the
name server (NS) record results in a recursive query to the
top level domain (TLD) name server and to the authoritative
name server. On the contrary, a miss in the A record
requires only one query to the authoritative name server.
The cache miss encountered in the measurement is the later
case. Therefore, latencymiss is the lower bound of the actual
DNS query on cache miss.

The result, illustrated in Fig. 10, shows a long-tail pattern
in both cases. When cache hit occurs, the query latency is
smaller than 2ms in 58.2% of the cases. But there are also
2.8% of the cases where the latency is longer than 50ms. In
the case of cache miss, the latency grows, and the tail
expands further since the DNS resolver needs to query the
authoritative name server. The result shows that 20.4% of
the queries experience latency over 200ms, which severely
delays the connection setup latency.

Anycast Routing. Cloudflare is a leading CDN service pro-
vider that is built on anycast. It provides service via 152 data
centers around the world. Its public DNS servers are
exposed via an anycast IP address 1.1.1.1 and are hosted
globally. We use 500 RIPE Atlas probes as vantage points
(VPs) to make DNS requests to public DNS servers. The
requested domain is hosted on an authoritative name server
owned by ourselves. The public DNS servers act as resolv-
ers and forward the query to our authoritative name server
for DNS resolution, with their unicast IP addresses as the
source address in the IP header. In this way, the unicast
address of the DNS resolver is discovered.

With the unicast IP address of each anycast DNS
resolver, it is possible to check if the anycast routing directs
a VP to the DNS resolver with the minimal RTT. We use
RIPE’s ping utility to measure the RTT between each VP
and DNS resolver. latencyanycast is the measured RTT from a
VP to an anycast DNS resolver’s unicast representative, and
latencymin is the minimal RTT from a VP to all of the DNS
resolvers. Among the results, 82.3% of the VPs have wit-
nessed that latencyanycast equals latencymin. It indicates that
anycast routing already provides good performance in most
cases. For the remaining VPs where the anycast routing
does not lead to the optimal replica, we show the distribu-
tion of the RTTs in Fig. 11. Analyzing the additional latency
latencyextra ¼ latencyanycast � latencymin, we find that in
31.6% of the cases, latencyextra is smaller than 2ms, and in
15.8% of the cases, latencyextra is larger than 20ms. On aver-
age, anycast routing causes an additional latency of 12.71ms
compared with the scenario where the client is connected to
the nearest DNS resolver.

Fig. 9. Performance over different numbers of concurrent connections when the client connects to the server via Artemis.

Fig. 10. DNS query latency in cache hit and cache miss cases.7. https://aws.amazon.com/route53/
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Cloudflare deploys its frontend and backend DNS resolv-
ers at the same data center [47]. Therefore, it is reasonable to
abstract the complexity of frontend and backend DNS resolv-
ers as a single entity at the scale of data centers. Our anycast
routing measurement method works based on this assump-
tion. It is more reliable than existing CHAOS-record-based
solutions because the CHAOS record may cause ambigui-
ties [48]. However, this method may not work on the DNS
deployments where the frontend DNS resolvers and the
invoked backend resolvers reside in different data centers. In
this case, a latency-based solution [49], which considers the
constraint caused by the speed of light, is a better solution.

5.2.2 Test Cases

We simulate empirical end-to-end network latencies accord-
ing to the patterns shown in previous latency measure-
ments. We consider the scenario where replica servers are
deployed in all available data centers. Three test cases are
created to represent service discovery over DNS, anycast,
and Artemis, respectively. The setup of the simulation is
described in Table 3.

� DNS. The direct connection shown in Fig. 7 is used.
The link delay between the client and the server is
simulated based on the connection delay in optimal
routing, as shown in Fig. 11. The DNS query delay is
simulated based on the measurement result shown
in Fig. 10. According to [50], we set the DNS cache
hit ratio to 83.5% in the simulation.

� Anycast. The direct connection shown in Fig. 7 is
used. The link delay between the client and the
server is simulated based on the connection delay in
anycast routing, as shown in Fig. 11.

� Artemis. The connection over Artemis shown in Fig. 7
is used. The link delay between the client and the
server is negligible because they are inside the same
data center. The link delay between two Service Dis-
patchers is calculated based on the geographical dis-
tance: latencyoverlay ¼ 2:3�distance

c . c is the speed of
light, and 2.3 is the median factor that network
latency is compared with the speed of light [51]. The
probability of the two scenarios in Artemis is the
same as the probability that anycast routing happens
to select the replica server of the lowest latency, i.e.,
82.3% for connection over Artemis (1) and 17.7% for
connection over Artemis (2) in Fig. 7.

Connection Setup Latency. As shown in Fig. 12, the mean
value of the connection setup latency in DNS is 27.32ms. In
Artemis, this process takes 17.25ms on average. So, Artemis
reduces the connection setup latency by 36.8% compared
with DNS. The reduction in latency is mainly contributed

by eliminating of dedicated name resolution packets. The
ServiceID is calculated locally on the client-side, and the ini-
tial packet is generated based on the target DNS name
immediately. On the contrary, DNS requires a network-
based query before connecting to the server, which takes
time. The only factor that may delay Artemis is the routing
of anycast.

How Does Anycast Routing Affect Artemis? In rare cases,
anycast routing may direct the client’s initial packet to a dis-
tant replica server and make the connection setup latency as
high as 200ms. Most anycast-based systems suffer from this
problem [23], [26]. In Artemis, our solution to this problem
is sacrificing a little bit in the handshake latency but ensur-
ing that a client always selects the nearest replica server. It
is a worthy trade-off because handshake latency occurs
only once, but a client can always benefit from the reduction
in RTT during the lifetime of a connection. According to the
simulation result, Artemis reduces 2.46ms in RTT compared
with legacy anycast routing by reselecting a closer server
replica. The side effect is the increment of 0.39ms in the con-
nection setup latency, which is much smaller than the
reduction in RTT. Some solutions have been proposed to
improve anycast routing. For example, [52] adds geographic
hints to BGP advertisements and obtains encouraging
results. Artemis can benefit from them.

Query Latency.The query latency is composed of the con-
nection setup latency and one RTT between the client and
the replica server. Since both DNS and Artemis find the
optimal replica server for a client, the RTT is the same for
both. Anycast obtains a longer RTT because anycast routing
does not always find the nearest replica server. According
to the simulation result, the client completes the query
within 41.72ms, 33.72ms, and 31.65ms for DNS, anycast,
and Artemis, respectively. Artemis achieves the lowest
latency by performing name resolution at the same time of,
instead of before, establishing transport layer connection
and making up the routing issue in anycast. Compared
with anycast, Artemis is load-aware, and the query latency

Fig. 11. End-to-end latency by anycast routing and the optimal routing.

TABLE 3
Network Parameters of the Simulation Setup

System Data path Delay configuration Ratio

DNS C ! DNS cache hit in Fig. 10 83.5%
cache miss in Fig. 10 16.5%

C ! S1 optimal routing in Fig. 11 100%
Anycast C ! S1 anycast routing in Fig. 11 100%

Artemis C ! SD1 anycast routing in Fig. 11 100%
SD1 ! S2 ignored 82.3%

SD1 ! SD2 ! S3 estimated by distance 17.7%
C ! S2=S3 optimal routing in Fig. 11 100%

Fig. 12. Comparison of latency with DNS, Artemis, and anycast.
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is 6.1% lower. Compared with DNS, Artemis reduces the
query latency by 24.13%.

5.3 Real-World Deployment

In this section, we go beyond simulation and deploy Arte-
mis on the real Internet to further evaluate its performance.

Experiment Setup.We deploy Artemis infrastructure on
Google Cloud as described in Section 4.3. The clients are
deployed within 15 AWS regions across 5 continents.8 The
latency from each data center to each client region is mea-
sured beforehand. It takes 11 � 15 = 165 rows in the Latency-
Measurement table to store the latency measurement.

Test Cases. As studied in [20], the performance of an any-
cast-based system is affected by the number and geo-location
of the replica servers. As shown in Table 4, we design four
test cases to evaluate how Artemis performs under different
deployment options. In the global large case, we deploy cli-
ents over 15 data centers and servers over 11 data centers.
The scale is not as large as global commercial deployment of
hundreds of data centers. We use the name “global large” to
distinguish it from other test cases of smaller scales. Besides,
as analyzed in the next paragraph, the experiment result
shows that such a deployment scale already exhibits a better
system performance than a small-scale deployment.

Experiment Result. Fig. 13 compares connection setup
latency and query latency in each test case. The results are
summarized in Table 5. Anycast routing’s impact on the
transmission latency is shown in Table 6. We divide the test
cases into 3 categories to further analyze the result.

� Global Large. In this case, anycast routing directs
most clients to their nearby servers. From Fig. 13, we
find that most clients have the same handshake
latency and transport latency between anycast and
DNS (excluding DNS query latency) except client 9.
The result aligns with the conclusion in [20] that 11
anycast nodes are sufficient to serve the world with
low latency. More anycast nodes do not contribute
much to reducing the latency. Regarding latency,
Artemis performs similarly to anycast because any-
cast is already optimal in this case. DNS has a much
higher delay in both connection setup latency and
query latency because of the additional DNS query
latency. We notice that Artemis is 2.3ms slower than
anycast in handshake latency. The additional delay
is mainly spent on MySQL query and packet for-
warding in the Service Dispatchers. Even with addi-
tional processing delays, benefiting from the fix of

routing problems in anycast, the query latency of
Artemis is only 0.2ms larger than anycast. Focusing
on client 9, it shows that Artemis spends additional
time on the handshake process to fix the routing
problem of anycast and finally achieves a query
latency lower than anycast.

� Global Small. In this case, anycast routing does not
perform as well as the global large case. The connec-
tion setup latency and the query latency of anycast
are much larger than DNS because anycast routing
directs most clients to distant servers. Artemis also
suffers from this issue when anycast routing per-
forms poorly, causing the handshake latency to be as
high as anycast. However, thanks to the overlay
routing of Artemis, the routing problem of anycast is
fixed after the handshake procedure, resulting in a
greatly reduced query latency. Compared with any-
cast, Artemis reduces the query latency by 38.2ms
with the side-effect of increasing the connection
setup latency by only 1.4ms.

� Regional. In this case, the performance of Artemis,
DNS, and anycast are close to each other because any-
cast routing directs most clients to a nearby server. The
performance of the DNS-based solution is slightly
worse than Artemis and anycast because of the addi-
tional latency introduced by the DNS query. Artemis
tends to havehigher handshake latency but lower trans-
mission latency than anycast because Artemis always
redirects clients to the server with the lowest end-to-
end latency, although the one chosen by anycast is only
a fewmilliseconds higher than the closest one. The ben-
efit of this behavior is the reduction of end-to-end
latency, which helps the client save a few milliseconds
on the transmission delay of all subsequent packets.

In summary, Artemis achieves low-latency naming and
routing over a global deployment scale. With the deployment
of 11 zones across 5 continents, Artemis reduces the connec-
tion setup latency and the query latency by ð38:3�
23:2Þ=38:3 ¼ 39:4% and ð56:5� 41:0Þ=56:5 ¼ 27:4%, respec-
tively, comparing with DNS. Artemis also suffers from the
high latency caused by anycast routing when anycast routing
performs badly. Still, Artemis can fix the routing problem and
redirect the client to its nearest replica server. With the
deployment of 5 zones across 5 continents, Artemis reduces
the query latency by 25.2% with the side-effect of increasing
the connection setup latency by 1.8%, comparedwith anycast.

5.3.1 Redundancy Routing

In this subsection, we analyze how Artemis performs under
different settings of redundancy parameters. We use the
experiment setup the same as the Global Large test case, i.e.,
replica servers are deployed in 11 regions across 5 continents.

Test Cases. We design four test cases and tune the dupli-
cation parameter X, which is defined in Section 3.4.3, from
1 to 4 in each test case. When X is set to 1, the Service Dis-
patcher only forwards the client’s requests to its optimal
data center based on the end-user mapping result. When X
is set to 4, the Service Dispatcher clones the client’s hand-
shake request into 4 copies, which are sent to the top 4 data
centers based on the end-user mapping result.

TABLE 4
Deployment Parameters of the Test Cases

Test case # of Data centers # of Continents

Global Large 11 5
Global Small 5 5
Regional Europe 5 1
Regional US 5 1

8. The clients’ regions are Japan, Korea, India, Singapore, Australia,
Canada, Germany, Sweden, Ireland, United Kingdom, France, N. Vir-
ginia, Ohio, N. California, and Oregon. The client index in Fig. 13 fol-
lows the same order as the above-listed regions.
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Experiment Result. Table 7 shows the percentile of
requests assigned to different data centers. Although the top
X data centers are used, most connections are still estab-
lished between the client and its optimal data center. This
phenomenon validates the efficiency of end-user mapping
as the optimal one is still selected when candidates compete.
We find that end-user mapping already performs well: the
chosen data center is the optimal one in over 90% of the cases.
Note that our evaluation method is not the same as how a
real Artemis runs: for the simplicity of running, we update
end-user mapping at the beginning of the experiment. This
is why the optimal server is correctly selected by end-user
mapping for almost all of the clients. However, in a real
deployment of Artemis, the end-user mapping is difficult if
not impossible to be up-to-date at the time of client query.
Refreshing the end-user mapping usually takes time because
updating a huge number of rows in the routing databases is
a significant burden to the system.

Our real-world evaluation has demonstrated a promising
reduction in various latency metrics from Artemis, compar-
ing with both DNS and anycast. In the future, we plan to
deploy real Internet services using Artemis and evaluate

with world-wide users, inspecting new challenges brought
by the huge number of users to Artemis, especially on its
routing infrastructure.

6 DISCUSSION

In this section, we discuss topics not covered in the previous
sections. I.e., a comparison between Artemis and DNS in
Section 6.1 and a comparison between Artemis and anycast
in Section 6.2. The feasibility of deploying Artemis in cloud
services in Section 6.3, and the security level of Artemis in
Section 6.4.

6.1 Artemis versus DNS

Artemis is a private system for service discovery, and DNS
is a public global name service. Although they are different
application targets, both can be used for name resolution
and service discovery. In this subsection, we compare Arte-
mis with DNS from these two aspects, and the summary is
shown in Table 8.

Name resolution is the basic functionality of DNS. With
the help of dedicated DNS query and response packets,
DNS achieves the translation from a DNS name to an IP
address. This process causes name resolution delay as the
transmission of packets takes time. In Artemis, the name
resolution delay is eliminated because it is completed along
with the transport layer handshake process without relying
on additional packets. A DNS client knows where to send
DNS queries through specific protocols, e.g., dynamic host
configuration protocol (DHCP), or a manual configuration,
e.g., 8.8.8.8. Similarly, an Artemis client needs to know the
service prefix beforehand by obtaining an SDK from the ser-
vice provider. To save the name resolution delay and reduce
server load, DNS employs the cache mechanism, where the

TABLE 5
The Statics of Comparing Artemis With DNS and Anycast

Test cases Global Large Global Small Regional Europe Regional US

Service discovery method Artemis DNS Anycast Artemis DNS Anycast Artemis DNS Anycast Artemis DNS Anycast

Mean connection setup latency (ms) 23.2 38.3 20.9 77.8 55.1 76.4 135.9 140.6 132.4 94.6 98.7 90.8
Mean query latency (ms) 41.0 56.5 40.8 113.4 95.8 151.6 260.9 265.5 263.7 179.0 183.7 180.2

Fig. 13. Comparison of transport layer performance between Artemis, DNS, and anycast under different test cases. The entire bar represents the
query latency. The shadow part of the bar represents the connection setup latency, which is a composition of the query latency.

TABLE 6
Probability of Anycast’s Sub-Optimal Routing and the Additional
Latency Caused by the Sub-Optimal Routing Under Different

Server Deployment Options

Test Cases Optimal Routing Ratio Anycast Additional
Latency (ms)

Global Large 20.0% 1.78
Global Small 20.0% 41.08
Regional Europe 13.3% 6.00
Regional US 6.7% 4.33
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DNS query result is cached on the client, and new queries to
the same DNS name will never be sent until its TTL expires.
The change in DNS records fails to take effect on the client
immediately because there is no way for the server to invali-
date the client-side cache. In Artemis, the client-side cache
can be invalidated by not only the TTL but also the server.
Whenever a transport layer handshake with the cached
name resolution result fails, the client immediately invalid-
ates the cache and rolls back to the normal name resolution
process in Artemis. Regarding security, in Artemis, the
name resolution information embedded in the handshake
packet is also protected by the transport layer encryption.
DNS provides a similar security level via the use of DNS
Security Extensions (DNSSEC).

DNS may also be used for service discovery by returning
different responses to the sameDNS name [8], [14]. With end-
user mapping [14], the authoritative name server’s response
is based on the client’s location and server’s load, thus achiev-
ing latency-oriented routing and load balancing. From this
point on, both DNS and Artemis can direct a client to the best
server replica based on custom policies. However, as men-
tioned above, DNS suffers from additional query latency and
inevitable information propagation delay, which are the pri-
mary strength of Artemis comparedwithDNS.

Although being of similar functionality, Artemis is not
meant to replace DNS. Instead, it provides an alternative
naming solution that could coexist with DNS. Artemis is
more suitable for the scenario where replica servers are
deployed globally. One potential scenario is the cloud-based
global services. Cloud providers register anycast network
prefixes, distribute Artemis names to the customers and
support the deployment of the Artemis infrastructure. Cus-
tomers deploy replica servers directly in the selected cloud’s
data centers. End-users can obtain low-latency services by
applying the ServiceID mapping patch provided by the
cloud.

6.2 Artemis versus Anycast

Anycast routing is an effective service discovery solution
because of its efficiency in routing packets to the nearest
replica server and its native support in the Internet routing.
Despite its benefits, its limitations are obvious, for example,
lack of application layer control [8], difficulty in manage-
ment [5], and possibility of poor end-to-end latency [52]. To
address these issues, Artemis relies on an overlay network
to enhance anycast routing.

Application Layer Control. Application layer control
requires the packet routing to be instructed not only by net-
work metrics, e.g., end-to-end latency, but also by applica-
tion-related metrics, e.g., server load. Artemis supports
application layer control by allowing a replica server to be
added to or to be removed from the routing infrastructure
dynamically. For example, an overloaded server can
remove itself from the routing database to avoid new
incoming connections and can add itself back when the
incoming traffic has reduced to a reasonable level. In case a
packet arrives at an anycast zone without any replica server
for the specific application, Artemis automatically redirects
it to a nearby zone with a proper serving capability. In sum-
mary, with the help of the overlay network, Artemis sup-
ports more packet routing criteria and is more robust to the
route change, comparing with IP anycast.

Easy Management. In general, it is difficult to deploy a ser-
vice on top of IP anycast globally because the network
administrator must obtain an address block of adequate size
(e.g., /24) and advertise it via BGP to its upstream ISP. Simi-
lar to [5], Artemis serves as an anycast-based infrastructure
to help the network administrator address these deploy-
ment challenges. By deploying over Artemis, developers
can focus on building a server running on top of a unicast
IP address without worrying about the difficulty in manag-
ing an anycast network.

Low End-to-End Latency. Ideally, IP anycast routes packets
to the nearest of a group of hosts according to the minimal-
hop rule. However, the reached host might be a bit far away
from the packet sender, although there are closer options. A
measurement on the DNS D-root servers shows that anycast
routing finds a host further than 1,000km away from the
nearest host in about 10% of the cases [52]. To avoid the
unnecessary latency caused by such unexpected routing,
Artemis redirects packets back to their nearest anycast
zones over the overlay network. In our evaluation setup as
shown in Section 5.2, Artemis, on average, saves the end-to-
end latency by 5.0% from anycast routing.

TABLE 7
The Percentages of Clients That Reach Different Data Centers

ParameterX Data Center Candidates

1st 2nd 3rd 4th

1 100% / / /
2 100% 0% / /
3 93.3% 6.7% 0% /
4 93.3% 6.7% 0% 0%

TABLE 8
A Comparison Between DNS and Artemis in Terms of Name Resolution and End-User Mapping

Category Functionality DNS Artemis

Name resolution

Query message Dedicated packets Integrated with QUIC handshake packets
Cache invalidation By client By client and server
Record update delay up to 30 minutes [53] No significant delay
Security Encrypted (optional) Encrypted (mandatory)
Name space Global unique Localized

End-user mapping

Custom policy Supported Supported
Query delay up to seconds [50] No significant delay
Propagation delay up to 30 minutes No significant delay
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6.3 Deployment Requirements

In this subsection, we discuss the feasibility of deploying
Artemis in cloud services.

Easy Integration Into the Existing Network Infrastructure.
Artemis can be integrated in a cloud service as an alterna-
tive to its existing load balancer. As shown in Fig. 14, the cli-
ent communicates with the server via the latter’s public IP
address in the classic client-server model. Adding the load
balancer as a proxy between the client and the server allows
the cloud service to distribute client requests evenly among
application servers. Usually, the load balancer needs to
keep records of the live connections to ensure the binding
between a client and a server [18], [54]. Artemis works the
same way as legacy load balancers, with the difference that
only the handshake packets go through its overlay routing,
with Service Addresses, while the other packets are trans-
mitted directly between the client and the server, with the
servers’ unicast IP addresses.

Regarding this, deploying Artemis in a cloud service
requires 1) replacing the implementation of legacy load bal-
ancers with Service Dispatchers and 2) adding additional
NICs to the application server.

Changes in Application Servers. As mentioned in Sec-
tion 4.2, Artemis does not require any change on the QUIC
implementation, as long that the preferred_address feature is
appropriately implemented. In the application code, there
needs to be a minor change to make QUIC listen on two
UDP ports simultaneously, one on the anycast address and
the other on the unicast address. In practice, it only requires
a few lines of code dealing with multiple sockets.

Delivery to Clients. The client needs to obtain an SDK,
which implements the name resolution function as men-
tioned in Section 4.2, from the cloud service the first time
using Artemis. Also, the application code should be modi-
fied to invoke Artemis, instead of DNS, for name resolution
as mentioned in Section 4.2, which requires only a single
line of code change. An SDK is bound with an Artemis
deployment because the deployment’s service prefix, i.e.,
anycast IP prefix, is hard coded into the SDK. In practice,
the application service provider could build an Artemis var-
iation of its client program to allow its clients to use Arte-
mis, instead of DNS, for name resolution.

6.4 Security Concerns

Artemis is designed carefully with security in consideration.
In this subsection, we study representative attack cases, which
demonstrate howArtemis is resilient tomalicious attackers.

Distributed Denial-of-Service (DDoS) Attack. With DDoS,
the attacker aims to overload a server with a large number
of queries from a bunch of clients. Artemis protects both
itself and its hosted application servers from such attacks.

For Artemis, its routing infrastructure, i.e., Service Dis-
patchers, is stateless, i.e., does not maintain connection state
and end-user mapping records, making a single router able
to handle a large number of connections and more routers
able to work as duplicates for sharing loads. For application
servers, like other load balancers [55], Artemis supports
temporarily removing a heavily loaded server from the
overlay routing table (Section 3.4) to avoid overloading. In
this way, the requests exceeding a server’s capability of han-
dling will be redirected to nearby servers.

Man in the Middle (MITM) Attack. With MITM, the
attacker secretly sniffs and possibly tampers messages
between two communicators by pretending to be a partici-
pant in the middle. The solution to this attack is encrypting
the messages and verifying the other end-host’s identity via
a trusted certificate authority [56], which is supported by
QUIC [43], i.e., TLS 1.3. As Artemis is domain-oriented and
the applications’ servers are exposed by Artemis names
instead of IP addresses, the client can always actively check
the server’s identity to avoid MITM attacks.

Name Resolution Hijacking. In Artemis, the risk exists that
the Service Dispatchers may maliciously route packets to
servers who do not own the target Artemis name, i.e.,
hijacking a name. The same problem exists in DNS, where
an LDNS or a public DNS server can easily respond with a
malicious DNS name. The same as DNS, hijacking is not
avoidable but detectable in Artemis. In Artemis, all applica-
tion servers must own an X.509 certificate [43] signed by a
trusted authority to prove their ownership of the names. In
this way, the client can verify that it is connected to a real
server, instead of a pretended one, through the online certif-
icate status protocol (OCSP). The OCSP lookup latency can
be further eliminated by using OCSP stamping.

In summary, benefiting from the QUIC and TLS 1.3’s
security model, Artemis is resilient to representative attacks.
Also, the scalable design in Artemis makes the system
robust on heavy loads.

7 CONCLUSION

In this paper, we propose Artemis, a low-latency naming
and routing system that reduces the connection setup
latency by eliminating the name resolution latency. With an
additional layer composed of Service Dispatchers, Artemis
can participate in the handshake process and achieve opti-
mal server selection for the clients based on customizable
policies. The simulation shows that Artemis reduces the
average connection setup latency by 36.8%, compared with
the state-of-the-art DNS solution. Artemis represents an
exciting new opportunity of low latency service discovery
for globally deployed Internet services.

The evaluation over commercial clouds shows that Artemis
reduces both the connection setup and end-to-end latency com-
pared with DNS and anycast, whether deployed regionally or
globally. The latency would further decrease when Artemis
becomes available in more data centers. In our deployment
with 11 globally-scaled data centers, Artemis reduces the con-
nection setup latency and the transmission latency by 39.4%
and 27.4%, respectively, comparedwithDNS.

The design of Artemis is coupled with the transport layer
protocol because it modifies the handshake packets for

Fig. 14. A comparison between Artemis and traditional load balancers.
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name resolution. In this paper, we take advantage of
QUIC’s support in connection migration and packet cus-
tomization and present a prototype of Artemis. In the
future, we plan to implement Artemis over other transport
layer protocols that support late binding.
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